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Abstract. Measuring interestingness in between data items is one of
the key steps in association rule mining. To assess interestingness, after
the introduction of the classical measures (support, confidence and lift),
over 40 different measures have been published in the literature. Out
of the large variety of proposed measures, it is very difficult to select
the appropriate measures in a concrete decision support scenario. In this
paper, based on the diversity of measures proposed to date, we conduct
a preliminary study to identify the most typical and useful roles of the
measures of interestingness. The research on selecting useful measures
of interestingness according to their roles will not only help to decide
on optimal measures of interestingness, but can also be a key factor in
proposing new measures of interestingness in association rule mining.

Keywords: Knowledge discovery in databases - Association rule
mining - Measures of interestingness

1 Introduction

In knowledge discovery in data (KDD), association rule mining (ARM) is one
of the most established data mining techniques. It is commonly used to find out
interesting patterns between data items in large transactional data sets. In ARM,
association rules are accompanied by measures of interestingness (support, con-
fidence, lift etc.)[1]; all of these measures of interestingness use different methods
(frequency, probability and counts) to calculate frequent itemsets in data sets.
The frequency of items represents basic interestingness in association rules. A
main origin of measures of interestingness is from common mathematical and
information theories such as found in statistics, e.g., Yule’s Q method, Yule’s Y
method, correlation coefficient and odds ratio. Out of the 40 different measures
of interestingness available in the literature, no single measure of interestingness
is perfect to calculate interestingness in every ARM task. In this paper, based on
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the diversity of measures proposed to date, we are identifying their roles, classi-
fying their usefulness from several perspectives to start an extended discussion
on different properties of measures of interestingness.

Issues in Selecting Measures of Interestingness in ARM

(i) A large number of measures of interestingness are available to choose and

many of these measures are not useful in each ARM task.

(ii) The classical measures of interestingness generate a lot of rules, most of
these rules are irrelevant and redundant in many scenarios.

(iii) Based on the meaning of measure of interestingness, it’s hard to decide on
the appropriate measure in a concrete decision support scenario.

(iv) Various interestingness evaluation methods seem not to be rationalized.
Some literature seems to simply combine several kinds of interestingness
evaluations to new kinds of measures.

This paper is structured as follows. In Sect. 2, we describe expectedness and
unexpectedness with respect to the roles of different measures in ARM. Section 3
focuses on the different properties for selecting the right measures of interest-
ingness. Section 4 presents the conclusions and future work.

2 Expectedness and Unexpectedness in ARM

A simple ARM task using classical measures for a data set containing d items
potentially generates 3¢ — 29 +1 possible association rules and most of these
association rules are expected, obvious and duplicate. Take association rules for
the data items {Milk, Bread, Butter} as an example. In the association rule in
Eq. (1), it can be easily understood that the association of these three items is
rather obvious. In ARM, obvious or common association rules can be referred
to as expected association rules.

{Milk, Bread} = {Butter} (1)

The main objective of ARM is to find the interesting association rules, hidden
patterns and — most importantly — unexpected association rules in the data
set. The association rules generated using the following combination of {Milk,
Diaper, Beer} is not as obvious andy more and creates a rather novel pattern of
items; in ARM, these types of association rules can be identified as unexpected
association rules:

{Milk, Diaper} = {Beer} (2)

Based on the variety of definitions of interestingness, the interestingness of an
association rule can be categorized via the following nine properties [8]: (1) con-
ciseness, (2) coverage, (3) reliability, (4) peculiarity, (5) diversity, (6) novelty,
(7) surprisingness, (8) utility and (9) actionability. Descriptions of all of these
properties are summarized in Table 1. Based on these nine definitions of inter-
estingness, the measures of interestingness can be classified into three major
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Measures of

/ IntereStingness \

Objective Measure of Subjective Measure Semantic Measure of
Interestingness of Interestingness Interestingness
Probability Form | Novelty | | Surprising | Actionability| | Utility |
Dependent
Generality/ Reliability Conciseness || Peculiarity Diversity
Coverage

Fig. 1. Types of measures of interestingness.

categories: (1) objective measures of interestingness, (2) subjective measures of
interestingness and (3) semantic measures of interestingness [14,18]. Figure1 is
showing all the different types of measures of interestingness.

2.1 Objective Measures of Interestingness for Expected Association
Rules

Every transactional data set has some hidden patterns that can be easily iden-
tified by using predictive performance or statistical significance. In ARM, such
kind of patterns may be referred to as expected patterns and can be computed
using objective measures of interestingness. Objective measures mainly focus on
the statistics and use statistical strength (probability, count etc.) to assess the
degree of interest. As per the definition of interestingness, reliability, general-
ity, conciseness, diversity and peculiarity are based only on data and patterns;
therefore, these properties are the foundation of objective measures of inter-
estingness [8]. Support, confidence, lift, conviction and improvement are some
examples of objective measures of interestingness.

2.2 Subjective Measures of Interestingness for Unexpected
Association Rules

Association rule mining based on common statistical approaches sometimes pro-
duces rather obvious or trivial rules. Therefore, the research of Padmanabhan
and Tuzhilin [18] first explored the problem of interestingness through the notion
of unexpectedness [18,19]. Subjective measures of interestingness usually deter-
mine the unexpected association rules in knowledge discovery. Unexpected pat-
terns are opposite to the person’s existing knowledge and contradict their expec-
tations and existing knowledge [18].

Finding unexpected patterns in association rule mining is not an easy task, it
needs a substantial amount of background information from domain experts [7].
For example, the association rule in Eq. (3) will rather not be considered inter-
esting, even in cases where the rule has a particularly high support and high
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Table 1. Interestingness properties in ARM, summarized and apobted from [2-6,9,

10,12,15,16,19,21,23,24,26-28).

Property

Description

Conciseness [4,19]

A small number of attribute-value pairs in a
pattern represents the conciseness of the pattern
and a set of small number of patterns refers to a
concise pattern set

Generality /Coverage [2,27]

The generality/coverage property in ARM
covers most of the general patterns in ARM

Reliability [16,24]

Association rules or patterns based on common
and popular relationships can be identified as
reliable association rules or patterns

Peculiarity [3,28]

Peculiarity refers to unexpected behaviour of
patterns. A pattern is said to be peculiar if it is
significantly different from all other discovered
patterns

Diversity [9]

For a pattern, diversity refers to the degree of
differences between its elements; for a pattern
set, diversity refers to the degree of differences
in between the patterns

Novelty [21]

Combinations of unexpected items which create
a pattern unknown to a person are known as
novel patterns in ARM. These types of patterns
can be discovered but can not be identified
easily

Surprisingness [5,10,23]

Patterns which are opposite to a person’s
existing knowledge or expectations or create
contradictions are known as surprising patterns

in ARM

Utility [6,15]

Patterns which contribute to reaching a goal are
called patterns with utility. Patterns with utility
allow the user to define utility functions to get
particular information from data

Actionability / Applicability [12,26]

Patterns with actionability allow a person to do
a specific task for their benefits. These types of
patterns usually reflect the person’s action to
solve a domain problem [12]

confidence, because the relationship expressed by the rule might be rather obvi-
ous to the analyst. As opposed to this, the association rule between Milk and
Shaving Blades in Eq. (4) might be much more interesting, because the rela-
tionship is rather unexpected and might offer a unique opportunity for selling

to the retail store.

{Bread} = {Milk}
{Milk} = {Shaving Blades}

(3)
(4)
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Unexpectedness in Association Rule Mining. Many different definitions
of unexpectedness have been proposed in the literature. In [18], unexpectedness
has been defined with respect to association rules and beliefs. An association
rule P = @ is unexpected in regards to the belief X = Y on a data set D if it
follows the following rules:

- (1) QAY = FALSE (This property states that Q and Y logically contradict
each other.)

— (ii) This property states that set P A X has a large subset of tuples in the
data set D.

— (iii) Rule P, X = @ holds. As per the property (i), @ and Y logically contra-
dict each other, therefore it logically follows that P, X = - Y.

2.3 Semantic Measures of Interestingness

In ARM, semantic measures are a special kind of subjective measures of inter-
estingness which include utility, application-specific semantics of patterns and
domain knowledge of the person.

Utility: A utility function reflects the clear goal of the user. For example, to check
the occurrence of a rare disease, a doctor might select association rules that
correspond to low support rules over those with higher. A user with additional
domain knowledge can use a utility-based approach. The domain knowledge of
the user does not relate to his personal knowledge and expectations from data.

Actionability: In ARM, there is no widespread way to measure the actionability,
i.e., it is up to the ability of an organization to do something useful with a
discovered pattern; therefore, a pattern can be referred to as interesting if it
is both actionable and unexpected. Generally, actionability is associated with
a pattern selection strategy, whereas existing measures of interestingness are
dependent on applications.

3 Properties for Selecting Objective Measures
of Interestingness

It is important to care for applying consistent sets of measures of interestingness,
as sometimes a wrong selection of measures may produce conflicting results. To
select appropriate objective measures of interestingness, 15 key properties have
been introduced in the literature [8,11,20,24]. Some of these properties are well
known and some of the properties are not as popular. These properties are very
useful to select appropriate measures for an ARM task.

Piatetsky-Shapiro [20] proposed three basic properties that need to be fol-
lowed by every objective measure R

Property P1: “R = 0 if X,Y are two statistically independent data items, i.e.,
P(XY) =P(X)P(Y)”. This property states that accidentally occurred patterns
or association rules are not interesting.
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Property P2: “R monotonically increases with P(XY') when P(X) and P(Y) are
same”. P2 states that if a rule X = Y have more positive correlation then the
rule is more interesting.

Property P3: “R monotonically decreases when other parameters P(X), P(Y),
P(X,Y) remain unchanged.”

Tan et al. [24] based on 2 x 2 contingency tables, Tan et al. [24] proposed five
more properties for probability-based objective measures.

Property O1: “A measure of interestingness R is symmetric under variable per-
mutation if it is preserved under the transformation =, of variable permutation,
where =, is defined as matrix transpose as usual.”

B|-B B|-B
Alzly =, | Az
—-Alr| s -Aly| s

Property O2: “R is same in row and column scaling. This property is known as
the row-and-column scaling invariance.”

B|-B B | =B
A x|y |=| A lkskix|kikry
—-Alr| s —Alkskor|kakas

Property O3: “R is anti-symmetric under row and column permutation.”

B|-B B|-B
Alzly |= Alr| s
—-Alr| s -Alx

Property O4: “R should remain same under both row and column permuta-
tion. This is inversion invariance which shows a special case of the row/column
permutation where both rows and columns are swapped simultaneously.”

B|-B B|-B
Alzly |= Als|r
-Alr| s -Aly
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Property O5: “This property represents the null invariance.”

B|-B B| -B
Alzly |= Az y
—-Alr| s —Alr|is+k

Lenca et al. [11] proposed five more properties to evaluate measures of inter-
estingness. In these properties, Q1, Q4 and Q5 properties are preferred over the
Q2, Q3 properties

Property Q1: “An interesting measure R is constant if there is no counterexample
to the rule”. As per this property all the association rules with confidence 1
should have same interestingness value.

Property Q2: “R decreases with P(X—Y") in a linear, concave, or convex fashion
around 0+.” This property describes that the value of interestingness decreases
with respect to the counterexamples.

Property Q3: “R increases as the total number of records increases.”

Property QQ4: “The threshold is easy to fix.” This property focuses on selecting
the easy threshold to separate the interesting association rules from uninteresting
association rules.

Property Q5: “The semantics of the measures are easy to express.” As per this
property, semantics of the interestingness measures should be understandable.

Hamilton et al. [8] have also proposed two more properties to select the right
measures of interestingness.

Property S1: “An interesting measure R should be an increasing function of
support if the margins in the contingency table are fixed.”

Property S2: “An Interesting measure R should be an increasing function of
confidence if the margins in the contingency table are fixed.”

3.1 Towards Selecting Optimal Measures of Interestingness

All three categories of measures (objective, subjective and semantic) consist
of many different measures; therefore, it is very difficult to select appropriate
measures for an ARM task. Table2 might be a useful step in the selection of
optimal measures of interestingness.

With respect to objective measures of interestingness, Tan et al. and Lenca et
al. [11,24] proposed a ranking method to select measures. The ranking method
is based on a specific data set that allows specific patterns having greatest stan-
dard deviations in all of the rankings. Lenca et al. [11] proposed also another
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approach to select measures; in this approach, a value and a weight is assigned to
each important property in purpose of selecting measures. In the approach pro-
posed by Vaillant et al. [25], objective measures of interestingness are grouped
according to their properties and outcomes.

Table 2. Suggested approaches for selecting optimal measures of interestingness.

Objective Measures of Subjective Measures of Semantic
Interestingness Interestingness Measures of
Interestingness

Ranking method based on data | Approaches based on formal Utility-based

sets [24] specification of user knowledge | [22]
[10,13,23]

Ranking method based on Eliminating uninteresting Actionable

properties of measures of patterns [21] patterns [13]

interestingness [11]

Clustering method based on Constraining the search space -

data sets [25] [17]

Clustering method based on - -
properties of measures of
interestingness [25]

In subjective measures of interestingness, user knowledge and data are the
two crucial factors in deciding on optimal measures. Based on existing and vague
knowledge of the user, Liu et al. [13] proposed different subjective measures.
The approach proposed by Sahar et al. [21] is about eliminating uninteresting
patterns; in this approach, there is no specific measure of interestingness. The
method proposed by Padmanabhan et al. [17] is about constraining the search
space , here, user belief is used as a constraint in mining association rules. In this
method, a user’s belief is mined as an association rules and if existing knowledge
contradicts to the mined belief, it is referred to as a surprising pattern.

With respect to selecting optimal semantic measures of interestingness, [22]
have proposed an approach that is about patterns with utility, here, “Interest-
ingness (of a pattern) = probability + utility” [22]. In the actionability approach
proposed by [13], a user provides some patterns in the form of fuzzy rules to rep-
resent both the possible actions and the situations in which they are likely to be
taken.

4 Conclusion

In ARM, it is clear that no single measure of interestingness is suitable for all
ARM tasks — a combination of subjective measures and objective measures seem
to be the future in ARM. Selecting optimal measures of interestingness is still an
open research problem. In this paper, we have conducted a preliminary study of
properties that have been proposed to select optimal measures of interestingness.
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We have summarized the role of expected and unexpected association rules in
data mining and discussed the importance of the degree of user-involvement
within the ARM process. Based on this preliminary work, we aim to design a
user interface that supports the decision maker in selecting optimal measures of
interestingness. The findings should also be helpful in efforts of designing new
measures of interestingness in the future.

Acknowledgements. This work has been conducted in the project “ICT programme”
which was supported by the European Union through the European Social Fund.
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